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A COMPARATIVE STUDY OF HASH FUNCTIONS FOR

AN EFFECTIVE HASH CODER

ABSTRACT

This study surveys several newly developed hash functions along with

well-known hash functions such as algebraic coding, digit analysis, divi-

sion, folding, midsquare, multiplicative, radix, random, and Pearson's
table indexing. The comparative analysis of the hash coders in an open

hashing scheme was based on criteria such as speed, distribution, and

cost.

The study developed a new, fast, hardware oriented hash function to
serve as a hash coder 1in a processor. The new mapping hash method is
designed to take advantage of parallel processing. ’\gggyyew mapping hash
method not only has reliable and relatively good key distribution, but it
also takes only three clock cycles to calculate a hash address if the map-
ping hash coder is implemented in hardware. This paper concludes that the

new mapping hash method is a reasonable choice for an effective hash

coder.,
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Figure 7. Pearson Hash Algori

e 6. Pearson's Auxiliary Table T

5. An Analysis of Distribution, Speed, and Cost

.Table 1 shows each hash function's performance in terms of distribu-
tion, 1in terms of speed when implemented either in software (SW) or in
hardware (HW), and in terms of the cost of the hardware implementation of
the hash function. For measurement of distribution, mean square deviation
(MSD) is provided whenever a hash function is applied to the three differ-
ent data sets: randomly chosen names (RCN), generally chosen names (GCN),
and randomly chosen numeric strings (RNS). The number of clock cycies.
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(clocks) is used in the measurement of the speeds of the hash coders. Ua$gwxa_

cost of building a hardware hash coder 1is represented according tg the
number of gates needed.

Distribution performances of the mapping hash method have been devel-
oped in cases when each ROM contains&?g%éme numbers and whep—egeh—ROM—TCOom
$a+Ae—random numbers. As shown in the Tables 2A and 2B, mean square devi-
ations hover around four, as do those of other relatively good hash
methods. Since there is no distinguishable difference between using prime
numbers and random numbers for each ROM, there is no clear reason to

insist on solely prime numbers. The results do not provide any clue

regarding data dependencys since the mapping hash function distributes
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numeric string keys as well as other keys. Different groups of eight
bits, e.g., 1-8, 2-9, 3-10, 4-11, 5-12, 6-13 bits, are extracted to com-
p.se a hash address (The 1-8 means bits 1 through 8 are selected.L&.Athere a

is no noticeable difference between the distribution performances of the

various groups.
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Table 2B.

Table 1. Performances of Hash Functions.

By virtue of bytetby-byte parallel processing, with separate ROM and
exclusive-OR module, the mapping hash method can produce a hash address

within three clock cycle Two clock cycles of the MC68030 processor are

(P

required for the memory |read to retrieve a random number from the corre-
A

sponding ROM, as is specjfied in the Motorola's users manual <MOTOl>. One

{ neadud )

clock cycle istfakegjfor the calculation process for hash address bits
through the four levels of exclusive-OR gates. The maximum gate delay 1is
n : nanoseconds and the clock frequency is set to 20 MHz (50 nanoseconds
per a clock pulse width); thus, the address bit signal can pass through
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the four gate levels (4*9 = 36 <= 50 nsec) within a clock cycle.

Based on the stored contents (selected prime numbers) of the ROMs,
e.ch mapping hash coder calculates a hash address in its unique way. The
hash addresses generated by different mapping hash coders are independent
of each other, but the address calculation time for each hash coder is

Ve Yt covantwtes
always the same.  This characteristic of statistical independenceﬁbeeemer
emr asset of the mapping hash function. This property is Jalso valuable in

W nokew
an application environment which uses rehashing scheme. AThe additive map-
ping hash method shows competitive distribution performances (MSDs of

4,40, 3.39, 3.58) when it is tested. This result supports the claim that

addition and exclusive-ORing produce the same effect in randomizing the

bit values. -9“('”“4-' Wol v C’DM 0 ||_mu1:!. '
The distribution performances of the (EEEEEEIB fold-shifting hash

method, in particular, FS(0,10,20,30) and FS(0,11,22,25), are as good as
those of other acceptable hash methods. But other selected fold-shifting
methods, such as FS(0,12,17,29), Fs(0,13,18,31), and FS(0,15,22,29), show
a data dependency problem, such that the distribution performance on the
RNS data set is not compatible with the distribution performance on the
—— . . w H\JA
RCN and GCN data sets, as is demonstrated in Table 3. Therefore,ﬂ carefuﬁ-ﬁag
selection of the number of partitions and the number of rotated bits is
required.
The distribution performance of the division hash method <BUCH1,
MAUR1, LUM1> varies,~depending on the chosen divisor which 1s close to the
number of buckets, as is shown in Table 4. If an inappropriate divisor is

chosen, a data dependency problem may occur. In this experiment, the

divisors which are greater than the number of buckets in a table (i.e.,
256) are|also tested.cézfzi? divisor 257 is a nonprime number with prime

factors less than 20, (" f4s recommended by Lum and his collé;EEEE) but it

shows very poor distributions (MSDs of 5.67, 11.95, and 122.99). As Maurer
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and Buchholz suggested <MAUR2, BUCHl1>, wusing the largest prime numbegél

(i.e., 241) that also is smaller than the number of buckets, as the divi-

s.. yields better results (MSDs of 5.51, 5.35, 4.48).

'
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Table 4. Distribution Performance of
the Division Hash Method

T 1le 3. Distribution Performances of Various
Fold-shifting Hash Methods

Several other researchers <BUCHl, LUM1l, RAMAl> conducted experiments
on typical key sets in order to discover the ideal hash method. Their
overall conclusions verify that the simple method of division seems to be
the best key to address transformation technique when computational time
is not critical. Nevertheless, in this survey of hash methods, the divi-

. . . g ¢ oynmes
sion method 1s not highly recommended, since either the mapping or the
additive mapping method can be used instead, depending on the application
environment. In the application, where fast hash address calculation is
not required, the additive mapping method is superior to the division
sy s nwl

method. When using the additive mapping methody one need not worry about
selecting a correct divisor; one need only divide the sum or combination
b: :he number of buckets 1in order to arrive at a remainder for a hash

address. On the other hand, when the speed in address calculation is
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imperative and the number of buckets can be 2**n, then a hardware hash

coder is needed, and the mapping hash coder which is faster and cheaper

than the division hash coder is thus recommended.

Pearson's table indexing hash method éppears to be erratic owing to

its poor distribution performance. The fold-boundary and the midsquare

3how data dependency problems as shown in tables 5 and 6 respectively.
el sy,

&P multiplicative, the radix, and the random hash fuctions show signs

that they may perform poorly for specific data sets. The distribution

performance of the digit analysis hash method is measured by wusing two
types of encoded keys: 2 bytes and 4 bytes as shown in table 1. The find-
ings indicate that this hash method may be data dependent. Both Maurer
(see table 7 for more information) and Berkovich present new hash methods
that have proved to be proficient in distribution performance. Their

methods, however, have not been highly recommended for the effective hash

coder due to their relatively slow hash address calculation speeds.

The hash functions such as midsquare, multiplicative, radix, random

. . 6' ‘
ar algebraic coding use ;hé'complex mathematical operation%};iﬁé)multi-
plication and division. Their speeds of hash address calculation can be
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increased by fast multipliers and/or dividers. These fast multipliers and
dividers, however, are quite expensive. Since there are speed versus cost
t.ade-offs, any judgement regarding adaption must be made thoughtfully.
For that reason, the gates of these options also are reflected in the

costs of a hash coder in order to help a computer designer make the best

decision.

6. Summary and Conclusions

If huge amounts of data pass through a hash coder, the hash address
calculation should be very fast. In order to speed up the hash address
computation, efforts should be concentrated on designing a new hash func-
tion that will avoid time-consuming serial and/or iterative computations
while taking advantage of parallel processing, by means of hardware, for
converting a key into a hash address. Moreover, the new hash algorithm
should distribute random keys into buckets as uniformly-as possible. The

tg,""“"'

and calculates a hash address within a few machine cycles with relatively

i al hash function design for this application is thus data-independen

good distribution.

Most of the well known hash functions, and several new ones, includ-
ing mapping, additive mapping, shift-fold-loading, Hu-Tucker code, and
various versions of fold-shifting, are surveyed in this paper. Each hash
function has been simulated and applied to two different name data sets
(RCN and GCN) and one numeric string data set (RNS) to produce distribu-
tion performances measured in terms of mean square deviations. The speed
of calculating a hash address is measured in terms of clock cycles for
each hash function in both the hardware and software implementation cases.
The cost of the hardware implemented hash coder may be calculated and
stated in terms of the number of gates used.

As the results illustrated in the above tables indicate, some of the
well known hash functions, such as the midsquare and the fold-boundary,
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show data dependency problems. Other hash functions, like the multiplica-
tive, the radix, and the random, show signs that they may perform poorly
f.. specific data sets. New shift-fold-loading and Hu-Tucker code hash
methods have good distribution performances, but they are not fast in hash
address calculation. The new Fold-shifting hash methods (FS) are not very
reliable in terms of distribution performance; nonethe%ess, they are fast
and inexpensive, rréagysurvey also verifies thaqr?ﬁg;:A?g ﬁ%Ma?;?ELguisha-
ble difference in distribution performances of relatively good, data-inde-
pendent hash functions;J C}KJ_.ﬂaf*”’Fﬂ 1\ b«:/

As shown in Table 1, the mapping hash method satisfies all three
requirements at the highest rank. The mapping hash does not require an
encoding scheme. This hash method involves the combination of the mapping
or converting of each character in a key to a corresponding prime-number
or random-number technique and the folding technique. The parallel pro-
cessing of the mapping hash coder transforms each character into a number
and calculates each bit wvalue in a hash address by means of hardwargj}u%{kb
order to produce a hash address within three clock cycles. Other hash
methods cannot take advantage of such effective parallel processing

duve to A _ ,
hecawee—ef- the algorithmic nature of their hash address calculation. The
mapping hash coder in hardware is relatively inexpensive compared to other

At T rmms

hardware hash coders which useﬁ-%ha complex mathematical operations, like

o oHw Wmmm
Furthermore QQEHE:L$' > s

multiplication and division. apping hash method dis-

tributes keys effectively, compaiod—io—atier—wetieitmowr—metirods. The map-

ping hash method is also sensitive to every character in a key producing a
hash address; that is, it does not have a data dependency problem in its
distribution of similar keys. The new mapping hash method is thus recom-

mended for an effective hash coder in various applications.
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